Computing Attractors of Multi-Valued Gene Regulatory Networks using Fuzzy Answer Set Programming
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Abstract—Fuzzy Answer Set Programming (FASP) extends the popular Answer Set Programming (ASP) paradigm to modeling and solving combinatorial search problems in continuous domains. The recent development of FASP solvers has turned FASP into a practical tool for solving real-world problems. In this paper, we propose the use of FASP for modeling the dynamics of Gene Regulatory Networks (GRNs), an important kind of biological network. A commonly used simplifying assumption to model the dynamics of GRNs is to assume only Boolean levels of activation of each node. ASP has been used to model such Boolean networks. Our work extends this Boolean network formalism by allowing multi-valued activation levels. We show how FASP can be used to model the dynamics of such networks. We also experimentally assess the plausibility of our method using real biological networks found in the literature.

I. INTRODUCTION

Answer Set Programming (ASP) is a popular declarative programming paradigm [1] which allows for an easy and intuitive encoding of many combinatorial search and optimisation problems. The availability of fast and efficient solvers for ASP, such as clasp [2] and DLV [3], allows for the application of ASP in various fields [4]. Despite its flexibility and expressive power, ASP lacks the ability to directly encode problems in the continuous domain, due to the fact that it is based on Boolean logic.

Fuzzy Answer Set Programming (FASP) [5] is an extension of ASP in which multi-valued semantics is used for evaluating propositions. Recent progress, both in theoretical aspects [6] and the development of solvers [7]–[10] has made it possible to apply FASP to solve real-world problems. To demonstrate this claim, in this paper we look at one particular application, viz. modelling the stable states of biological networks.

Several authors have looked at using ASP for modelling biological networks [11]–[13], and in particular for computing the so-called attractors [14]. An attractor in the context of biological networks represents the states to which the dynamics of the network converges, and usually corresponds to the observed characteristics/phenotypes in biological systems [14], [15]. For example, the attractors of a Gene Regulatory Network (GRN) usually correspond to the expression patterns of the genes in the network for specific types of cells [16], [17]. It is thus of importance to study the dynamics of such network and to be able to identify the attractors of a given network.

A commonly used simplifying assumption to model the dynamics of biological networks is to assume only Boolean levels of activation of each node, i.e., a node in the network is either on or off. Dynamic networks with Boolean levels of activation are commonly referred to as Boolean networks. Many tools have been developed to model the dynamics and to compute the attractors of BNs [18]–[22], including using ASP [11], [23]. While considering Boolean levels of activation may be enough for many cases, there are cases where having only two levels of activation is not enough to fully understand the dynamics of the real biological systems, e.g., when the observed attractors of the network have multi-valued activation levels [17], [24]–[27].

In this paper, we consider the extension of the notion of Boolean networks in the fuzzy/multi-valued domain. In particular, we propose a method to simulate the dynamics of the multi-valued networks and to compute the attractors using FASP. We provide an encoding of the problem in the language of FASP that can be executed/solved using the currently available FASP solver, and prove the correctness of such encoding. We also perform a benchmark test of the encoding using real biological networks.

II. PRELIMINARIES

A. Boolean networks

A Boolean network [14] is a tuple \( G = (X, F) \), where \( X = \langle x_1, \ldots, x_n \rangle \) is a tuple of Boolean variables representing
the nodes of the network, while \( F = \langle f_1, \ldots, f_n \rangle \) is a tuple of Boolean functions. An assignment \( V : X \rightarrow \{0, 1\} \) is called a network state. The set of all \( 2^{|X|} \) network states is called the state space of the Boolean network, denoted by \( S \). Each function \( f_i \) is a Boolean expression over the constants 0 and 1 and the set of variables in \( X \). The value of the expression \( f_i \), given the assignment \( V \) for the variables in \( X \) is denoted by \( f_i(V) \). The tuple \( F \) of functions defines the network update function \( f : S \times S \rightarrow \{0, 1\} \) as follows: the state \( f(V) \) for a state \( V \) is the state \( W \) such that \( W(x_i) = f_i(V) \) for any \( x_i \in X \).

The dynamics of a Boolean network are defined by the transitions between the network states as determined by the given update rule used in the network. Two types of update rules are usually discussed in the literature: synchronous and asynchronous update [14], [28]. Furthermore, we can differentiate between two types of asynchronicity: 1-asynchronous and *-asynchronous. To further explain the concept of update rules, we first define the following. The Hamming distance function over pairs of valuations/states, \( \Delta : S \times S \rightarrow \{1, \ldots, n\} \) is defined as follows:

\[
\Delta(v, w) = |\{x \in X | v(x) \neq w(x)\}|
\]

The dynamics of a Boolean network are represented as a directed graph \( (S, \rightarrow) \), called the State Transition Graph (STG), where the edge relation \( \rightarrow \) is determined by the update rule used, as follows:

(i) For the synchronous update rule: \( v \rightarrow w \iff f(v) = w \).
(ii) For the 1-asynchronous update rule: \( v \rightarrow w \iff v = w \) and \( f(v) = v \), or \( \Delta(v, w) = 1 \) and \( \Delta(w, f(v)) < \Delta(v, f(v)) \)
(iii) For the *-asynchronous update rule: \( v \rightarrow w \iff v = w \) and \( f(v) = v \), or \( 1 \leq \Delta(v, w) \leq |X| \) and \( \Delta(w, f(v)) < \Delta(v, f(v)) \)

Intuitively, in the synchronous update rule, the network transitions from a state to another state by applying all of the update functions to all of the nodes. Conversely, in the asynchronous state, the transition from a state to another is done by applying the update functions to only some of the nodes. Specifically, in the 1-asynchronous case, only one update function is applied, while in the *-asynchronous case, any (non-zero) number of update functions are applied. The condition \( \Delta(w, f(v)) < \Delta(v, f(v)) \) intuitively means that after applying the update functions to one node (in the case of 1-asynchronous) or some nodes (in the case of *-asynchronous), the new state \( w \) should be at least as close to \( f(v) \) as \( v \), since the updated node(s) in \( w \) should have the same values as in \( f(v) \).

Given an STG \( (S, \rightarrow) \), a path is a sequence of states \( \langle s_1, s_2, \ldots, s_k \rangle \) where \( s_i \rightarrow s_{i+1} \) for every \( i \in \{1, \ldots, k-1\} \). A non-empty set \( T \subseteq S \) is a trap set if for every \( s \in T \) and \( t \) s.t. \( s \rightarrow t \), it holds that \( t \in T \). A minimal trap set w.r.t. set-inclusion is called an attractor of the Boolean network. If \( T = \{x\} \) is a single state attractor, then \( x \) is called a steady state. Otherwise, \( T \) is usually called a cyclic attractor. Note that, in general, the attractors of a Boolean network under different update rules are also different. Steady states, however, do not depend on the particular choice of update rule. This is due to the fact that in a steady state \( x \), \( f(x) = x \), which means that \( \{x\} \) is an attractor w.r.t. all three update rules.

Traditionally, Boolean networks have been used to model the dynamics of gene regulatory networks [14], [29], [30]. Nodes in the network represent the genes, while the network states represent the activation levels of the genes at a particular point in time. The interactions between genes (both activating and inhibiting interactions) can be encoded using the update function of the Boolean network. The dynamics of the Boolean network then represent the dynamics of the regulations between the genes, while (some of) the attractors of the network correspond to the observed state of the genes in a gene regulatory network. In particular, the states in an attractor usually capture the expression levels of the genes to which the dynamics of the regulation in the network converges, and thus hint towards the functional modes of the regulatory network [14], [15].

Example 1. Consider the Boolean network \( G_1 = \langle \{a, b, c\}, F \rangle \), depicted in Figure 1. The Boolean functions \( F \) describing the interaction between nodes in the network are given by

\[
\begin{align*}
a_{t+1} &= b_t \lor c_t \\
b_{t+1} &= b_t \land a_t \\
c_{t+1} &= c_t \land \neg b_t
\end{align*}
\]

The dynamics of the network under the synchronous update rule can be described using the STG given in Figure 2. For example, starting from the state \( \langle 0, 1, 0 \rangle \), we move to the state \( \langle 1, 0, 0 \rangle \), i.e., \( f(\langle 0, 1, 0 \rangle) = \langle 1, 0, 0 \rangle \). From the figure, we can see that the Boolean network has 3 attractors, all of which coincidentally have size = 1, giving us exactly 3 steady states: \( \langle 0, 0, 0 \rangle, \langle 1, 0, 1 \rangle \), and \( \langle 1, 1, 0 \rangle \).

From the definition of asynchronous updates, we can derive that the STG of a Boolean network may no longer be deterministic, since from a state \( x \), there can be more than one outgoing edge. Figure 3 depicts part of the STG of the example Boolean network when the 1-asynchronous and *-asynchronous update rules are used (corresponding only to the outgoing transitions of states \( \langle 0, 0, 0 \rangle, \langle 0, 0, 1 \rangle \) and \( \langle 0, 1, 0 \rangle \)). We can also verify that when using the 1-asynchronous or the *-asynchronous update, the states \( \langle 0, 0, 0 \rangle, \langle 0, 1, 0 \rangle \) and \( \langle 0, 0, 1 \rangle \) are also steady states of the network.
B. Answer Set Programming

Answer Set Programming (ASP) is a logic-based programming paradigm commonly used to solve combinatorial search and optimisation problems [1]. An ASP program consists of a set of rules of the form

\[ r \equiv a_1 \lor \ldots \lor a_n \leftarrow b_1 \land \ldots \land b_k \land \text{not } c_1 \ldots \land \text{not } c_m \]

where each \(a_i, b_i, \) and \(c_i\) is a Boolean propositional symbol taken from the universal set of symbols \(B\), and not is the negation-as-failure operator. A literal is either an atomic proposition \(a\) (positive literal) or a Negation-As-Failure (NAF) literal \(\text{not } a\) (negative literal). We also write \(H(r) = \{a_1, \ldots, a_n\} \), \(B^+(r) = \{b_1, \ldots, b_k\}\) and \(B^-(r) = \{c_1, \ldots, c_m\}\) to indicate the sets of literals appearing in a rule \(r\).

An interpretation \(I \subseteq B\) is said to model a rule \(r\) iff \(I \cap H(r) \neq \emptyset\) whenever \(B^+(r) \subseteq I\) and \(B^-(r) \cap I = \emptyset\). An interpretation is a model of a program \(P\) iff it is a model of every rule \(r \in P\).

If \(B^-(r) = \emptyset\), the rule \(r\) is said to be positive. If all of the rules of an ASP program \(P\) are positive, we say that \(P\) is a positive program. For a positive program \(P\), we define the answer sets of \(P\) as the minimal models (w.r.t. set inclusion) of \(P\). For non-positive programs \(P\), the Gelfond-Lifschitz [31] transform of \(P\) w.r.t. an interpretation \(I\) is obtained by:

(i) deleting all rules \(r\) s.t. \(B^-(r) \cap I \neq \emptyset\)
(ii) deleting any of the remaining expressions of the form \(\text{not } a\) in the program.

In general, an interpretation \(I\) is an answer set of \(P\) iff it is an answer set of the Gelfond-Lifschitz reduct of \(P\) w.r.t. \(I\).

Example 2. Consider the ASP program \(P_1\) having the following rules:

\[ r_1 : \text{open} \leftarrow \text{not close} \]
\[ r_2 : \text{close} \leftarrow \text{not open} \]

The program has exactly two answer sets: \(A_1 = \{\text{open}\}\) and \(A_2 = \{\text{close}\}\).

An ASP program is usually written to describe/encode a problem that needs to be solved, and then submitted to an ASP solver, such as Potassco [2] and DLV [3]. The solver will then produce/compute the answer set(s) of the program, which in turn correspond to the intended solution(s) of the problem. ASP has found applications in many different fields [32], including planning [33], Semantic Web [4] and bioinformatics/computational biology [11], [12], [23].

C. Fuzzy Answer Set Programming

Fuzzy Answer Set Programming (FASP) [5] is an extension of ASP into the fuzzy domain, where atomic propositions in \(B\) can take a graded truth value and rules are defined using fuzzy logic connectives. In this case, an interpretation is defined as a function \(I : B \rightarrow [0, 1]\). In this paper, we will only consider the Łukasiewicz connectives [6], [7], [34], defined as follows:

- \(I(a \otimes \beta) = \max(I(a) + I(\beta) - 1, 0)\)
- \(I(a \oplus \beta) = \min(I(a) + I(\beta), 1)\)
- \(I(a \not\lor \beta) = \max(I(a), I(\beta))\)
- \(I(a \not\land \beta) = \min(I(a), I(\beta))\)
- \(I(\neg a) = 1 - I(a)\)
- \(I(\beta \rightarrow a) = \min(1 - I(\beta) + I(a), 1)\).

In a FASP program, a head expression is an expression of the form \(a_1 \otimes a_2 \oplus \ldots \oplus a_n\), where \(a_i\)’s are literals, while a body expression is an expression defined recursively as follows:

- A constant term \(\tau\) where \(a\) is a positive literal \(a\) and a negative literal \(\text{not } a\) are body expressions.
- If \(a\) and \(b\) are body expressions, then so are \(a \oplus b\), \(a \otimes b\), \(a \not\lor b\) and \(a \not\land b\).

A FASP program consists of rules of the form

\[ \alpha \leftarrow \beta \]

where \(\alpha\) is a head expression and \(\beta\) is a body expression. We sometimes write \(\text{Head}(r)\) and \(\text{Body}(r)\) to denote the head and body expressions of the rule \(r\), respectively. A FASP rule is said to be positive iff it contains no applications of the \(\text{not}\) operator. A FASP program is positive iff it only contains positive rules.

An interpretation \(I\) is a model of a rule \(r\) iff \(I(r) = 1\), and \(I\) is a model of a program \(P\) iff \(I(r) = I(\text{Body}(r) \rightarrow \text{Head}(r)) = 1\) for every \(r \in P\). We write \(I \leq J\) for two interpretations \(I\) and \(J\) iff \(I(a) \leq J(a)\) for any \(a \in B\).
Furthermore, we define $I = J$ whenever $I \leq J$ and $J \leq I$, while $I < J$ is defined as $I \leq J$ but $I \neq J$. A model $I$ of a positive program $P$ is an answer set of $P$ iff there is no model $J$ of $P$ s.t. $J < I$. For a non-positive program $P$, a generalization of the so-called Gelfond-Lifschitz reduce is defined in [35] as follows: the reduct of a rule $r$ w.r.t. an interpretation $I$ is the positive rule $r^+$ obtained by replacing each occurrence of not $a$ by the constant $\bar{I}(\text{not} \ a)$. The reduct of a FASP program $P$ w.r.t. an interpretation $I$ is then defined as the positive program $P^I = \{ r^+ \mid r \in P \}$. A model $I$ of $P$ is called an answer set of $P$ iff $I$ is an answer set of $P^I$. Although the development of solvers for FASP is still not on par with the development of ASP solvers, the recent availability of FASP solvers such as the ones in [7]–[10] opens the door to real-world applications.

Following [7], we consider the finite-valued answer sets of a FASP program $P$, by restricting the values of the interpretation function $I$ to the set $Q_k = \{0, \frac{1}{k}, \ldots, \frac{k-1}{k}, 1\}$. Any answer set derived by using this restriction is called a $k$-answer set of the program. Formally, we call an interpretation of a program $P$ a $k$-interpretation, iff $I(a) \in Q_k$ for every proposition $a$. Consequently, a $k$-interpretation is a $k$-model of a program $P$ iff it satisfies every rule of $P$. For a positive program $P$, a $k$-model of $P$ is a $k$-answer set of $P$ iff there is no $k$-model $J$ of $P$ such that $J < I$. For a non-positive program $P$, a $k$-model $P$ is a $k$-answer set of $P$ iff it is a $k$-answer set of $P^I$. Note that every answer set of a FASP program is necessarily a $k$-answer set of the program for some finite $k$, but the converse is generally not true: a $k$-answer set of a program may not be an answer set of that program [7], [36].

**Example 3.** Consider the FASP program $P_2$ having the same rules as program $P_1$ from Example 2. This program has infinitely many answer sets $I_x$ having $I_x(\text{open}) = x$ and $I_x(\text{close}) = 1-x$, where $x \in [0, 1]$. Furthermore, the program has exactly $k + 1$ $k$-answer sets for each positive integer $k$, where each answer set $I_x$ is of the form $I_x(\text{open}) = x$ and $I_x(\text{close}) = 1-x$, with $x \in Q_k$.

**III. RELATED WORK**

Although Boolean networks provide a useful simplification to study the dynamics of gene regulatory networks, a deeper analysis requires the expression levels of the genes to take on more than two values (on or off) [17], [24]–[26], [29]. Indeed, using only Boolean levels of activation may cause one to miss many of the important actors that are relevant for the understanding of the biological system. It is thus of importance to be able to extend the notion of Boolean networks to allow more levels of activation for each of the nodes. In [25], an extension of Boolean networks into multi-valued networks in which each node is allowed to have $k$ levels of activation (where $k \geq 2$) is considered. Using the so-called $1$-hot encoding, these multi-valued networks are reduced into a representation which allows techniques already used in Boolean networks, such as Binary Decision Diagrams (BDD), to be applied. However, the use of encoding scheme such as $1$-hot encoding can make the representation quite cumbersome, especially for larger values of $k$, since it requires the explicit definition of the logical operators at each value of $k$. As we will show later, the use of FASP can overcome this problem by using the computation of $k$-answer sets, which is a feature built into FASP.

ASP has been successfully applied to model the dynamics of gene regulatory networks in the Boolean setting, see e.g. [11], [23]. In these works, the encoding of the update function is restricted to two specific types (denoted as $r^+$ and $r^*$ in [23]), due to the particular way that the encoding of the dynamics is written (i.e., encoding the update function at a meta-level). In this paper, we propose a new method to encode the dynamics of multi-valued networks using FASP which incorporates two things:

- allowing the graded activation levels in the nodes of the networks, and
- allowing a more flexible definition of the network update function.

For $n$-ary functions $f = \langle X, F, k \rangle$, where $X$ is a tuple of multi-valued variables denoting the nodes of the network, $F$ is a tuple of update functions associated to each $x \in X$, and $k \geq 1$ is a parameter describing the number of activation levels for each node. Specifically, for each node $x \in X$, we allow $k + 1$ activation levels, i.e., the value for each $x$ is taken from the set $Q_k = \{0, \frac{1}{k}, \ldots, \frac{k-1}{k}, 1\}$. The state space of the network is thus the set of all $(k + 1)^n$ valuations for the nodes in $X$. Furthermore, the functions $f_i \in F$ are defined using the Łukasiewicz connectives $\otimes, \oplus, \forall, \exists$, and $\neg$, instead of the Boolean connectives.

Note that Boolean networks correspond to the special case of multi-valued networks where $k = 1$. The network update function, the update rule, the state transition diagram and the attractors are then defined similarly as in Boolean networks.

**Example 4.** Consider any network $G_2 = \langle \{a, b, c\}, F, k \rangle$, where the update functions $F$ are given as follows

$$a_{t+1} = b_t \otimes c_t$$
$$b_{t+1} = b_t \otimes a_t$$
$$c_{t+1} = c_t \otimes \neg b_t$$
It can be verified that this network “generalises” the Boolean network $G_1$ from Example 1, in the sense that all the attractors of the network from the Boolean case are also still attractors for every $k > 1$. Furthermore, we can check that there are additional attractors in the multi-valued setting that cannot be expressed using Boolean values. For example, when $k = 2$, we obtain that $\langle 0, 0, \frac{1}{2} \rangle$ and $\langle \frac{1}{2}, 0, \frac{1}{2} \rangle$ are also attractors of this network under the synchronous update rule, since in this case, $f((0, 0, \frac{1}{2})) = \langle 0, 0, \frac{1}{2} \rangle$ and $f((\frac{1}{2}, 0, \frac{1}{2})) = \langle \frac{1}{2}, 0, \frac{1}{2} \rangle$.

A. Modeling multi-valued networks using FASP

In this section, we describe our FASP encoding to model the dynamics of multi-valued networks and to compute the steady-states and attractors of the networks.

1) Finding steady states: We first tackle the easy case of finding the single state attractors – also called steady states – of a multi-valued network. Recall that the steady states are identical for the synchronous and asynchronous update rules.

Let $G = \{X, F, k\}$ be a multi-valued network. First, for every node $x \in X$ in the network, we consider two fuzzy propositional atoms $p_x$ and $n_x$, and write the following FASP rules

\[
p_x \oplus n_x \leftarrow
\]

\[
\overline{0} \leftarrow p_x \otimes n_x
\]

Define $GU(G)$ as the set of all such rules. Intuitively, the rules in $GU(G)$ are used to generate the state space of the multi-valued network. Specifically, each $p_x$ encodes the activation level of variable $x \in X$, while the atom $n_x$ is needed in the encoding to generate all possible values for $p_x$.

We then encode the interaction between nodes by creating a rule for every node $x$, where the head of the rule is the propositional atom $p'_x$ associated with the node, while the body corresponds to the direct translation of the fuzzy logic function for the update rule of $x$, replacing the occurrences of the negation symbol $\overline{\cdot}$ with FASP’s default negation $\text{not}$. Formally, let $f_i$ be the update function in a node $x_i$ of the network. The corresponding FASP node update rule of that node, denoted by $NU(f_i)$ is a FASP rule defined as follows:

\[NU(f_i) \equiv p'_x \leftarrow BU(f_i)\]

where $BU(f_i)$ is a FASP expression defined recursively as follows:

- $BU(f_i) = \text{val}$ if $f_i(x_i) = \text{val}$ and $\text{val} \in \{0, 1\}$
- $BU(f_i) = p_x$ if $f_i(x_i) = x$ for a node $x$
- $BU(f_i) = BU(exp_1) \circ BU(exp_2)$ if $f_i(x_i) = exp_1 \circ exp_2$ for some expressions $exp_1, exp_2$ and $\circ \in \{\oplus, \otimes, \min, \max\}$
- $BU(f_i) = \text{not} \ p_x$ if $f_i(x_i) = \overline{x}$

Define $NU(G)$ as the set of rules created in this step (i.e., $NU(G) = \{NU(f_i) \mid f_i \in F\}$). Intuitively, the atom $p'_x$, holds the activation value of the node $x_i$ after the update function is applied. To ensure that we have a steady-state, we need to enforce the condition that the activation level of each node is the same after the update. This can be done by using the following rules $CS(i)$ for each node $x_i$:

\[
\overline{0} \leftarrow p_x \otimes \text{not} \ p'_{x_i}
\]

\[
\overline{0} \leftarrow p'_{x_i} \otimes \text{not} \ p_x
\]

Define $CS(G)$ as the set of all rules combined from $CS(i)$ for all $i = 1, \ldots, |X|$. We have the following results.

**Proposition 1.** The program $P(G) = GU(G) \cup NU(G) \cup CS(G)$ captures all the steady states of the multi-valued network $G$, i.e., for every $k$-answer set $I$ of $P(G)$, the state $S$ s.t. $S(x) = I(p_x)$ for every $x \in X$ is a steady state of $G$, and for every steady state $S$ of $G$, there is a corresponding $k$-answer set $I$ of $G$ s.t. $S(x) = I(p_x)$ for every $x \in X$.

**Proof.** First, it can be easily seen that in any answer set $I$ of $P(G)$, we have that $I(p'_x) = I(p_x)$, due the rules in $CS(G)$. Suppose that $S$ is a steady-state of the multi-valued network $G$. By definition, we have that $f_i(X) = S(x_i)$ for every $x_i \in X$. We will show that the interpretation $I$ s.t. $I(p_x) = S(x)$ and $I(n_x) = 1 - S(x)$ for every $x \in X$ is a $k$-answer set of the program $P(G)$. First, by the definition of $GU(G)$, it is clear that $I$ is a model of $GU(G)$. For every rule $r$ in $NU(G)$ corresponding to the update function $f_i$, from the fact that $I(p_x) = I(p'_x) = S(x)$ for every $x \in X$, it can be shown that the recursive definition of $BU(f_i)$ entails that $I(\text{Body}(r)) = f_i(X)$. Since we have $f_i(X) = S(x_i)$, we also have that $I(\text{Body}(r)) = S(x_i)$. This means that $I$ is also a model of the rule $r$. Consequently, $I$ is a model of $NU(G)$, and thus also of $P(G) = GU(G) \cup NU(G)$. It is easy to see that $I$ is a minimal $k$-model of $GU(G)$, since any $k$-model $J < I$ will not satisfy at least one rule in $GU(G)$.

Conversely, if we have a $k$-answer set $I$ of $P(G)$, we can show that the state $S$ s.t. $S(x) = I(p_x)$ for every $x \in X$ is a steady state of the network. It is sufficient to show that $f_i(X) = S(x_i) = I(p_x) = I(p'_x)$ for every $x_i \in X$. Since $I$ is a model of the rule $NU(f_i)$, we have that $I(p'_x) \geq I(\text{Body}(NU(f_i))) = I(\text{Body}(f_i))$. From the definition of $BU(f_i)$ it can be shown that $I(\text{Body}(f_i)) = f_i(X)$. Hence we have that $I(p'_x) \geq f_i(X)$. Suppose that $I(p'_x) > f_i(X)$, for some $x_i \in X$. Consider the $k$-interpretation $J$ such that $J(p'_x) = I(p'_x)$ for every $a \in X$ s.t. $a \neq x_i$, and $J(p'_x) = f_i(X)$. We have that $J < I$, and it can be seen that $J$ is also a $k$-model of $P(G)$ (since it satisfies all the rules in $P(G)$), contradicting the minimality of $I$. Hence, we must have that $I(p'_x) = f_i(X)$ for every $x_i \in X$. \qed

**Example 5.** Consider the multi-valued network $G_2$ given in...
Example 4. In this case, \( GU(G_2) \) is given as

\[
\begin{align*}
p_a \oplus n_a & \leftarrow \top \leftarrow p_a \oplus n_a \\
p_b \oplus n_b & \leftarrow \top \leftarrow p_b \oplus n_b \\
p_c \oplus n_c & \leftarrow \top \leftarrow p_c \oplus n_c
\end{align*}
\]

while the node update rules \( NU(G_2) \) are given as follows:

\[
\begin{align*}
p_a & \leftarrow p_a \oplus p_c \\
p_b & \leftarrow p_b \oplus p_a \\
p_c & \leftarrow p_c \oplus \neg p_b
\end{align*}
\]

One can check that the \( k \)-answer sets of the program coincide with the steady states of the multi-valued network with \( k + 1 \) activation levels. For example, for \( k = 2 \), the answer set \( \{(p_a,0),(p_b,0),(p_c,0),(n_a,1),(n_b,1),(n_c,1)\} \) corresponds to the attractor \((0,0,0)\), while the answer set \( \{(p_a,\frac{1}{2}), (p_b,0), (p_c,\frac{1}{2}), (n_a,\frac{1}{2}), (n_b,1), (n_c,\frac{1}{2})\} \) corresponds to the attractor \((\frac{1}{2},0,\frac{1}{2})\).

2) Finding fixed-size cyclic attractors: For finding the attractors that consist of more than one state, it is clear that the previous approach will not work, since the proposed encoding does not represent different values of each node at different update times, which would be needed to check for cyclicity. Furthermore, it is clear that we will need to explicitly take into account the time dimension to be able to distinguish between different update rules. This can be achieved by adding a parameter \( t \), representing time, to each of the fuzzy propositional atom \( p_x \) and \( n_x \). The initial guessing rules (we call them \( GU_0(G) \)) are now written as

\[
p_x(0) \oplus n_x(0) \leftarrow \top \leftarrow p_x(0) \oplus n_x(0)
\]

where the parameter 0 encodes the fact that we are guessing at the initial time point \( t = 0 \).

We then define a new encoding of the node update rule that incorporates a time parameter \( t \). In particular, we consider the rule \( TNU(f_i,t) \) defined as

\[
p_x(t+1) \leftarrow up_i(t) \oplus TBU(f_i,t)
\]

where \( TBU(f_i,t) \) is defined as follows:

- \( TBU(f_i,t) = \text{val} \) if \( f_i(x_i) = \text{val} \) and \( \text{val} \in \{0,1\} \)
- \( TBU(f_i,t) = p_x(t) \) if \( f_i(x_i) = x \) for a node \( x \)
- \( TBU(f_i,t) = TBU(exp_1,t) \circ TBU(exp_2,t) \) if \( f_i(x_i) = \exp_1 \circ \exp_2 \) for some expressions \( \exp_1, \exp_2 \) and \( o \in \{\oplus, \ominus, \min, \max\} \)
- \( TBU(f_i,t) = \neg p_x(t) \) if \( f_i(x_i) = \neg x \)

The literal \( up_i(t) \) intuitively denotes a flag that determines whether node \( x_i \) should be updated at time \( t \). To select which update rule to be used, we define a set of rules, \( SEL_u(s) \) (where \( u \) indicates the type of update rule used), as follows. For the synchronous update rule, \( SEL_s(s) \) simply consists of the rules \( up_i(t) \leftarrow 1 \) for \( t = 1, \ldots, s \). For the 1-synchronous update rule, \( SEL_1(s) \) contains the following rules for each \( t \):

\[
up_1(t) \oplus up_2(t) \ldots \oplus up_n(t) \leftarrow 1 \\
up_1(t) \leftarrow up_1(t) \oplus up_1(t) \\
\quad \vdots \\
up_n(t) \leftarrow up_n(t) \oplus up_n(t)
\]

where \( n = |X| \).

For the \( * \)-asynchronous update rule, \( SEL_*(s) \) consists of the following set of rules for each \( i, t \)

\[
up_i(t) \oplus \neg up_i(t) \leftarrow 1 \\
up_i(t) \leftarrow up_i(t) \oplus up_i(t) \\
\quad \vdots \\
\top \leftarrow \neg up_i(t) \oplus \neg up_2(t) \oplus \ldots \oplus \neg up_n(t)
\]

Lemma 1. For any programs \( R \) not containing any rules having propositions of the form \( up_i(t) \) in the head, we have that for any \( k \)-answer set \( \mathcal{I} \) of the program \( R \cup SEL_u(s) \):

- \( I(up_i(t)) = 1 \) for any \( i, t \), if \( u = s \). Intuitively, in such a case, all rules will be selected for updates at each time step.
- \( I(up_i(t)) = 1 \) for exactly one \( i \) for every \( t \), if \( u = 1 \). Intuitively, in such a case, exactly one rule will be selected for updates at each time step.
- \( I(up_i(t)) = 1 \) for at least one \( i \) for every \( t \), if \( u = * \).

Proof. For \( u = s \), it is trivial that \( I(up_i(t)) = 1 \) for any \( i, t \). It is easy to see that in any FASP program \( P \), if there is a rule \( a \leftarrow a \oplus a \), then in any \( (k) \)-answer set \( \mathcal{I} \) of \( P \), either \( J(a) = 0 \) or \( J(a) = 1 \). Thus, we can see that in any answer set \( \mathcal{I} \), either \( I(up_i(t)) = 0 \) or \( I(up_i(t)) = 1 \). For \( u = 1 \), the first rule in \( SEL_1(G) \) forces that there should be at least one among \( up_i(t) \) d.t. \( I(up_i(t)) > 0 \). For this, we should conclude that \( I(up_i(t)) = 1 \). For \( u = * \), we can see that any number of \( i \) can satisfy \( I(up_i(t)) > 0 \). Due to the last rule of \( SEL_*(s) \) however, for at least one \( i \) this should be true.

To find a cyclic attractor of size \( s \), consider a FASP program that contains the rules \( TNU(f_i,t) \) for each \( i \) and \( t = 0,1,\ldots,s \), as well as the following rules for each \( x_i \in X \)

\[
0 \leftarrow p_x(0) \oplus \neg p_x(0) \\
0 \leftarrow p_x(0) \oplus \neg p_x(0)
\]

These constraints verify that after \( s \) steps, each node is back to its initial state. Call the set of all update rules generated for network \( G \) up to time step \( s \) as \( TNU(G) \) (i.e., \( TNU(G) = \{TNU(f_i,t) \mid x_i \in X, t = 0,1,\ldots,s\} \)), and the set of rules to check the cyclic attractor of size \( s \) as \( CC(G,s) \). We can show the following result.

Proposition 2. The program \( P(G,s) = GU_0(G) \cup TNU(G) \cup CC(G,s) \) captures the cyclic attractors of the network \( G \) whose size is exactly \( s \), i.e., that any interpretation \( I \) of \( P(G,s) \) is a \( k \)-answer set of \( P(G,s) \) if and only if the states \( S_t, t = 1,\ldots,s \) s.t. \( S_0(x_i) = I(p_x(t)) \) and \( 1 - S_t(x_i) = I(\neg p_x(t)) \) form a cyclic attractor, with \( S_s = S_0 \).
Proof Sketch. With the help of Lemma 1, one can show by induction in \( t \) that in any \( k \)-answer set \( I \) of \( P(G, s) \),
\[
I(p_x(t)) = S_t(x_i)
\]
for every \( x_i \in X \) for some states \( S_t \) reachable after \( t \) transition by the appropriate update rule (either 1-asynchronous or *-asynchronous). The rules in \( CC(G, s) \) then rule out the models for which \( I(p_x(s)) \neq I(p_x(0)) \), i.e., when \( S_t(x_i) \neq S_0(x_i) \) for some \( x_i \in X \). This means that \( \{S_t | t = 0, 1, \ldots, s - 1 \} \) is a cyclic attractor of size \( s \).

Example 6. For the example network \( G_2 \) given in Example 4, the following is the set of time-respecting node update rules:
\[
\begin{align*}
a(t + 1) &\leftarrow u_{p_1}(t) \otimes b(t) \otimes c(t) \\
b(t + 1) &\leftarrow u_{p_2}(t) \otimes b(t) \otimes a(t) \\
c(t + 1) &\leftarrow u_{p_3}(t) \otimes c(t) \otimes \bar{b}(t)
\end{align*}
\]

To find attractors of size 3, for example, we need to instantiate that set of rules for \( t = 0, 1, 2, 3 \), and add the appropriate selection rules for \( u_{p_i}(t) \).

V. BENCHMARK AND EXPERIMENTS

To validate our method, we applied it to known logic-based biological network models obtained from the literature. Table 1 represents the summary of the data collected. In the referred paper for each of these networks, the node update functions have been specified for a certain \( k \) (either \( k = 2 \) or \( k = 3 \)). Furthermore, each node is modelled as either Boolean-valued, 3-valued or 4-valued, depending on the available biological data supporting such models. In encoding the regulatory relationships between the nodes in the network, we assign values from \( \mathbb{Q}_k \) to any \((k + 1)\)-valued nodes. Consequently, in these network models, we only consider attractors reached from the set of states where the Boolean-valued nodes are assigned either 0 or 1, and 3-valued and 4-valued nodes are assigned values from \( \mathbb{Q}_2 \) and \( \mathbb{Q}_3 \), respectively. To do this, we use the appropriate \( k \) value required (either 2 or 3), and then enforce Boolean interpretation for the Boolean nodes, by adding the satisfaction rule \( p_x \leftarrow p_x \oplus p_x \). The steady-states of the network are then computed, and compared to the ones reported in their respective reference(s).

For the \( A. \text{ thaliana} \) flowering network, the network update functions are listed in [17] as name-values pairs indicating the input-output pairs of the update function on each node. Such a representation can always be written into a Łukasiewicz function through the use of combinations of the operators \( \vee, \wedge, \otimes \) and \( \oplus \). For the Th cell regulatory network, [40] proposed different versions of the network. For our purpose, we use the logical rules presented in Equation 2 in that paper, and evaluate them as 3-valued Łukasiewicz functions (i.e., treating \( \vee \) and \( \wedge \) as \( \oplus \) and \( \otimes \), respectively), which is equivalent to the 1-hot encoding used in [16]. Nodes that do not have an explicit update function are given a “default” update function of \( p'_x \leftarrow p_x \). For the \( P. \text{ aeruginosa} \) mucus development network and the \( D. \text{ melanogaster} \) segmentation network, the network update functions are represented using the notation used in [29]. By ignoring the time-delay parameter of this representation and assuming the basal-expression levels of the genes to be 0 (as also done in [26]), we can faithfully represent each of the update functions given using Łukasiewicz logic.

The benchmark is conducted on an Apple MacBook Pro with 2.4GHz Intel i5 processor and 4GB of memory, running OS X Yosemite. We used the latest version of our solver ffasp version 0.8 [8] available at https://github.com/mushthofa(ffasp, and clingo v4.5.3 as the back-end ASP solver. From the result given in Table 1, we can see that the proposed method finds the steady-states in an efficient manner.

VI. CONCLUSION

Boolean networks are a popular modeling technique to analyze the dynamic behaviour of GRNs. Using Boolean networks, we can capture the steady states/attractors of the network, which are often useful to understand the biological function of such networks. Many tools, including approaches based on ASP, have been devised to model such dynamics. Multi-valued networks extend Boolean networks by allowing the representation of different levels of activation for the nodes. In this paper, we have proposed the use of FASP, an extension of ASP in the continuous domain, as the language for encoding the dynamics of multi-valued networks. We showed that any network model represented as multi-valued networks in any \( k \) can be faithfully encoded in FASP. Furthermore, our encoding in FASP reasonably captures the different assumptions usually required in the modeling of biological networks. To the best of our knowledge, this is the first real-world application of FASP that goes beyond small toy examples and synthetic FASP programs. We showed the correctness of our encoding, and we evaluated its efficiency in computing the steady-states of real biological networks found in the literature.
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Table I

BENCHMARK RESULT

<table>
<thead>
<tr>
<th>No.</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td><em>P. aeruginosa</em> mucus development network [38], [39]</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>0.3</td>
</tr>
<tr>
<td>2</td>
<td><em>A. thaliana</em> flowering network [17]</td>
<td>15</td>
<td>7</td>
<td>3</td>
<td>10</td>
<td>5.6</td>
</tr>
<tr>
<td>3</td>
<td>Th cell regulatory network [16], [40]</td>
<td>23</td>
<td>9</td>
<td>3</td>
<td>4</td>
<td>8.1</td>
</tr>
<tr>
<td>4</td>
<td>D. melanogaster segmentation network [26]</td>
<td>7</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4.2</td>
</tr>
</tbody>
</table>

A = name and reference for the network model
B = number of nodes
C = number of Boolean nodes
D = number of levels of activation (k + 1)
E = number of attractors
F = computation time (in seconds)


